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Abstract 
 
In this project, we propose a system architecture which uses an advice server to improve the 
performance of very large file transfers in high performance networks; the advice server predicts 
the behavior of changes in available bandwidth and responds to the data server accordingly. It is 
assumed that the network will exhibit a periodic fluctuation, a linear relationship will be used to 
model the change in bandwidth over short time intervals. The advice server will collect network 
measurement data and record into database for network traffic and congestion state modeling. 
Here, the general mathematical theory for the algorithm will be introduced first; then the 
algorithm used by the advice server will be presented. 
 
 
 
Introduction 
 
In the Internet, file transfer is one of the major applications; for some research 
applications, very large files are common, e.g., multiple GB files. During the entire file 
transfer time, the bandwidth of the link and the congestion states of each hop may 
change. Beyond the short term response of TCP, the standard FTP program does not 
provide dynamic adjustments to respond to these changes. To decrease the total file 
transfer time, such a long term traffic flow needs a different congestion control 
mechanism as compared to short term traffic flows [1]. 
 
Some previous work has been performed to improve the transfer rate while avoiding 
congestion, for example, controlling the transfer rate as a function of the loss, or the 
congestion state [2]. Other methods use parallel sockets to transfer different segments of 
a file simultaneously, or splitting the file into several servers to provide these segments 
[8]. Other more complicated techniques use the different traffic models. But all these 
methods require significant network configuration or complex algorithms. We intend to 
obtain performance improvement by changing the ftp server. For the transfer of large file, 
the long term traffic behavior is more important. The available bandwidth is composed of 
two parts: one is stable changing part; another is a random variable that reflects the burst 
nature of network traffic, here we assume the second one is noise. 
 
It has been previously demonstrated that explicit congestion notification can improve 
performance for large file transfer [4]. In the system architecture in [4], the state of the 
network is probed by a separate server and notifies the data server when required. The 



network probing and advising service is proved valuable to enhance the performance of 
data server, e.g., one implementation is Network Characterization Service (NCS) [6] 
 
Many tools are available to perform network testing, such as iperf[12], pchar[13], 
pipechar[11]. While these tools can provide information about current network state, they 
can not predict traffic trends, which is necessary to adjust parameter during large file 
transfer. A database is needed to collect all the data from these tests, while file transfer 
parameters are adjusted according to the network traffic history data with certain 
algorithm. This database will record all the information collected by the measurement 
tools. We seek a balance between the congestion control and high performance. Hence 
the network state determination is an important aspect of this project; from the network 
state, we can calculate the proper parameters for file transfer. 
 
In this project, we model the changes in available bandwidth and use the result to 
improve large file transfer performance, the goal is to reduce total transfer time. The 
congestion state for file transfer will be determined by the response obtained from an 
advice server. Moreover, one of important methods to improve performance is to use the 
optimal TCP buffer size. The optimal TCP buffer size can be calculated by following 
formula [3]: 
 

optimal TCP buffer = RTT * (bandwidth of bottleneck link) 
 
For relatively short files, bandwidth can be assumed to be constant; but for very large 
files, a model is needed to build to predict when to adjust the optimal TCP buffer. 
 
Another hypothesis here is that if there is no congestion in the link, we can turn off 
congestion control and set the optimal TCP buffer size to get better performance. So we 
also monitor the congestion state of the link from server to client. The architecture of the 
system considered is shown in Figure 1. 
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Figure 1 System architecture 

 
 
 



The important components are: 
�� Data server: data server stores the file to be transferred and provides service for 

customers. The data server is unaware of the network state, it requires the advice 
server to provide parameters for file transfer and communicates with client to set 
these parameters. 

�� Advice server: advice server continuously collects the network state, the results 
are stored in a database. When the data server sends an advice request, the advice 
server analyzes the data in database and provides suggested parameters for the 
transfer. 

 
 
Background and Principle 
 
The data collected of available bandwidth from internet shows that the network traffic 
exhibits a periodic behavior, although the change in available bandwidth is not smooth, 
as shown in Figure 2. Typically, the available bandwidth will increase at night and 
decrease in the day.  

 
Figure 2 Observed available bandwidth 

 
 
Figure 2 is a typical change in available bandwidth for a router output port for one day. 
The thick curve is two hour moving average.  
 
In our model, we regard the available bandwidth as being composed of two parts: one is 
deterministic; another is random to reflect the burstyness of network traffic, it can be 
taken as noise. For the first part, a linear regression method is used to model the traffic 
for short time intervals; that is, at any time we assume a linear relationship between time 
and available bandwidth over a short period of time. For example, when the advice server 
receives request at 2:00 am, it calculates the mean available bandwidth and bandwidth 
rate of change at 2:00 am according to historical data. 



 
Assume the relationship between available bandwidth and time is a linear, 
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b represents available bandwidth 
� represents time relative to the request time 

0� will be the available bandwidth at the time of the request, 1� will be rate of change of 
the available bandwidth, it may be negative. 

 
Figure 3 Illustration of linear model 

 
 
In Figure 3, the advice request arrives at time 0t . The linear regression is done for data 
between 0t and 1t ( 011 ttt ���  is a configured constant). 0� will be the available 

bandwidth at 0t , 1�  is the slope, representing the rate of change in available bandwidth. If 
we require that the change in available bandwidth will not exceed �� , then the next 
advice time will be at . 
 
The database in the advice server will contain a series of observed pairs ,,1),,( niiib ���  

from which the estimators of the coefficients 0� , 1�  can be calculated, that is, 
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The measurement contains noise so that the model becomes 

iiib ���� ��� 10  



 
We assume that: 

�� i� is a Gaussian random variable 
�� Mean value of i� is 0, i.e., 0)( �iE �  

�� Variance of i�  is constant. (Therefore, )2,0(~ �� Ni ) 
�� Correlation of i� and j� ( ji � ) is 0 

�� Correlation of i� and ib is 0 
 
Under these assumptions: 
 

�� 1�̂ is an unbiased estimator of 1�  
�� 0�̂ is an unbiased estimator of 0�  
�� The goodness of fitness is measured by 
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Implementation of Advice Server 
 
Currently we use pipechar[11] to collect available bandwidth data. Each time pipechar is 
executed, it reports the available bandwidth and congestion state for each hop from the 
date server to the potential client. The advice server maintains a database, which records 
the following observations 

),,,( cbip �  
ip is the ip address of each hop, �  is test time, b is measured available bandwidth at this 
hop and time � , c is a Boolean that indicates whether congestion is occurring (TRUE) or 
not (FALSE) at this hop and time � . 
 
When the data server receives a file transfer request from client, it sends a request to the 
advice server. The request include the following parameters: 

�� ip address of client 
�� file length or remaining file length to be transferred 

 
When the advice server receives the request, it determines the following parameters to 
send back to the data server: 

�� Flag to indicate whether to use congestion control or not in TCP 
�� RTT from server to client. 
�� Current available bandwidth 
�� Next advice time 

 
RTT can be tested when the advice request arrives at the advice server, either ICMP 
programming or ping can be used to obtain the result. To get the congestion control flag, 



the advice server searches for the most recent observation of this destination from 
database. The result is a series of stored information in the form of 

 ),,,( 111 cbip �  
 …… 

),,,( nnn cbip �  
Here, iip s are ip addresses of hops from the server to the destination, ib s are available 
bandwidth of corresponding hops, ic s are flags of congestion states. If the most recent 
test time t  is not close enough to current time, the congestion control flag is set to inform 
the data server to use congestion control during transmission. If the nearest test time t  is 
close enough to current time, the congestion control flag is determined by congestion 
flags. If anyone of them is TRUE, which means congestion exists at this hop, the 
congestion control flag will be turned on; if none of them is true, the congestion control 
flag will be turned off. 
 
The available bandwidth and next advice time will be calculated according to historical 
data of the minimum bandwidth hop. When an advice request arrives, the first step is to 
calculate the available bandwidth and rate of change of available bandwidth for each 
previous day with test data.  
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Figure 4 Illustration of calculation 

 
The advice request comes at time 0t  in current day. For each previous day illustrated in 
Figure 4, we do linear regression for history data from 0t  to 101 ttt ��� ; then we get 
available bandwidth )(0 i� and rate of change in available bandwidth )(1 i� , i  is the index 
of the previous days.  
 
Current available bandwidth will be estimated as the mean value of series )(0 i�  
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�� ,  N  is total number of days. 

This value will be sent back to the data server. 
  
For the rate of change in available bandwidth )(1 i� , we calculate the mean value 1�  and 
standard deviation 

1�
� , then the rate of change in available bandwidth will be between 

11 ��� zt� and
11 ��� zt�  ( zt is determined by confident level requirement of normal 

distribution. According to theory, )(1 i�  has student-t probability distribution function, 
hence )(1 i�  can be approximated by normal distribution. For example, 2�zt  is for 95% 
confidence).  



Denote ),max(
11 11 �� ���� zz ttS ��� , S will be the maximum rate of change in 

available bandwidth. That is, from 0t , after a certain time interval � , the maximum 
change in available bandwidth will be ��S . 
 
The upper bound of tolerated change in available bandwidth can be determined either by 
absolute value or percent of estimated bandwidth 0� , denote it as �� . Then 
 SS /���� ������  
which gives the next advice time ��� 0tta . 
 
 
Data Collection 
 
Currently the traffic data from interface 164.113.234.206 is being monitored. The typical 
data for one week is shown in Figure 5. 
 

 
Figure 5 

 
Within one day, the typical data is shown in Figure 6. 

 
Figure 6 



 
The sampling frequencies is 5 min, all of these data will be collected and encapsulated 
into database used by advice server. In Figure 6, the dark curve is 2 hours moving 
average. Comparing with the Figure 2, they match well. 
 
 
Conclusion 
 
Above discussion focuses on a model of the change in available bandwidth as a function 
of time of day, which can be used by data server to improve throughput for large file 
transfers. A great deal of work still needs to be done, especially more detailed analysis of 
the bandwidth measurements and configure optimal parameters. Further work may be on 
other traffic models and the effective strategy to test network, organize and update the 
database. We believe the methodology presented here will reduce the transfer time for 
large files. 
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